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Abstract

We give an exposition of supersingular isogeny graphs, quaternion ideal graphs and Bruhat–
Tits trees, and of their connections. Bruhat–Tits trees are combinatorial objects whose vertices
and edges have a very simple representation as two-by-two matrices, which, as we show, is useful
for understanding certain aspects of the corresponding elliptic curves and isogenies. Moreover
Bruhat–Tits trees can be given an orientation and a notion of depth that we translate into the
setting of supersingular isogeny graphs. We give some suggestions towards using Bruhat–Tits
trees as a tool for cryptanalysis of certain cryptosystems based on supersingular isogeny graphs.

1 Introduction
Post-Quantum Cryptography (PQC) is a subfield of cryptography that focuses on cryptosystems
designed to withstand an attacker who has access to a quantum computer. An emerging field in
post-quantum cryptography is isogeny-based cryptography, which is based on the hardness of
computing a large-degree isogeny between two given elliptic curves. Most practical proposals in
the area restrict to isogenies of supersingular elliptic curves, which were introduced into cryptog-
raphy by Charles, Goren and Lauter [CGL09a] (first published in 2006 [CGL06]) for constructing
cryptographic hash functions. Later, Jao and De Feo [JF11] proposed a Diffie–Hellman style
key exchange based on supersingular isogenies called SIDH, or Supersingular Isogeny Diffie–
Hellman. Post-quantum cryptography has enjoyed an increase in interest since the advent of
the NIST international ‘competition’ [NIST], initiated in 2016, to find a post-quantum cryp-
tographic standard. The only isogeny-based submission in the NIST competition is the key
encapsulation mechanism SIKE [SIKE], or Supersingular Isogeny Key Encapsulation, which is
based on SIDH. To assure the long-term security of schemes for future use in widely deployed
cryptosystems, we need more research on the hardness of computing isogenies in supersingular

∗Authors in alphabetical order; https://www.ams.org/profession/leaders/culture/CultureStatement04.pdf.
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isogeny graphs. There are other competitive schemes [CLMPR18; CD20; BKV19] based on dif-
ferent assumptions (inspired by ordinary elliptic curves following [Cou06; RS06; DKS18]) that
emerged since NIST submissions closed, but in this article we focus on the setting of SIDH.

Both the CGL hash function and SIKE are based on the supersingular `-isogeny graph,
consisting of vertices which are isomorphism classes of supersingular elliptic curves defined over
Fp, where p is a prime of cryptographic size. Each isomorphism class has a representative
defined over Fp2 , and vertices are labelled with the j-invariant of the curve, all of which are
in Fp2 . The edges are degree-` isogenies, where ` 6= p is prime; in SIKE ` = 2 or 3. We
denote the supersingular `-isogeny graph by Gℓ; it has about p/12 vertices, is connected, and
is undirected and (`+1)-regular at every vertex except for those vertices that represent elliptic
curves with non-trivial automorphisms. If p ≡ 1 (mod 12) then the supersingular isogeny graph
is Ramanujan [CGL09b; Piz90]. Ramanujan graphs are optimal expander graphs: they have
good mixing properties and short walks end at an approximately uniformly distributed vertex,
where the approximation depends on the expansion constant.

It is important for security that the inherent algebraic properties of the supersingular isogeny
graph do not give rise to non-trivial attacks. For instance, there should be no special paths that
can be constructed with non-negligible probability, and starting at the vertex specified in SIKE
should not give skewed data. Experimental verification is of course out of the question for
cryptographic-size examples. Recently [ACLLNSS19] studied the special properties of the Fp-
subgraph, and [KMPPS20] showed that there are exponentially many weak starting curves for
the SIKE protocol. These two papers show that the graph does have some inherent structure
that may be exploited in cryptanalysis, which motived our attempt in this work to gain a better
understanding of the algebraic structures associated to the isogeny graph.

The ‘algebraic structures associated to the isogeny graphs’ that are typically studied are
quaternion algebras: indeed the Deuring correspondence [Deu41] maps a supersingular elliptic
curve defined over Fp2 to its endomorphism ring, which is a maximal order in the quaternion
algebra Bp,∞ over Q ramified only at p and ∞. This map gives a correspondence1 between
the Fp-isomorphism classes of supersingular elliptic curves and maximal orders in Bp,∞ (up to
conjugation), and maps isogenies of degree ` to left-ideals of norm `. The hard problem of
path-finding on the supersingular isogeny graph can be solved in heuristic polynomial time on
the corresponding graph of quaternion orders [KLPT14], but it is a fundamental hard problem
to make the correspondence between the two graphs explicit [EHLMP18].

In this paper we propose that we take one step further, from quaternion algebras to Bruhat–
Tits trees. Bruhat–Tits trees are combinatorial objects whose vertices and edges have a very
simple representation as two-by-two matrices: for a prime `, the Bruhat–Tits tree for PGL2(Qℓ),
denoted by Tℓ, is a (`+ 1)-regular infinite tree, for which one can choose the root as the vertex

with label
(

1 0
0 1

)
, representing a Zℓ-basis of a maximal order in M2(Qℓ). Starting from the

root one can build the rest of the tree, knowing that from each vertex there are `+ 1 outgoing
edges labelled either with the matrices(

1 0
i `

)
, i = 0, . . . , `− 1, or

(
` 0
0 1

)
or (

` i
0 1

)
, i = 0 . . . `− 1 or

(
1 0
0 `

)
,

depending on where in the tree you are;2 these labels can be thought of as ‘directions’. Every
edge gives the basis change from a vertex to an adjacent one. So, in particular, a vertex can be

1Pizer [Piz90] used this description to prove the Ramanujan property for p ≡ 1 (mod 12).
2This choice is to some extent arbitrary, we could equivalently have chosen the same direction labels for every

vertex. Determining which labels to use is easy; see Section 2.3.
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labelled with the sequence of the edges leading to it from the root. Translating this sequence
into the product of the corresponding matrices returns a matrix that represents the Zℓ-basis of
a maximal order in M2(Qℓ).

The connection between Bruhat–Tits trees, quaternion algebras, and supersingular `-isogeny
graphs was explained in [CGL09b] and [CFLMP18]. The bijection between the class set of max-
imal orders in a quaternion algebra and the double quotient of PGL2(Qℓ) is given in [CGL09b,
Section 5.3.1, Equation (1)]. This series of bijections was used to show the Ramanujan property
of supersingular `-isogeny graphs. This is further explained in [CFLMP18, Proposition 7.2],
and the definition and generators for the Bruhat–Tits tree are given in [CFLMP18, Section 6.2,
Equation (8)]. However, these expositions were not aimed at a cryptographic audience and they
did not cover the details of the corresponding graph structure.

The main goal of this paper is to provide an expository resource about these connections, as
well as highlighting their potential applications in the cryptanalysis of isogeny-based protocols
that make use of supersingular elliptic curves defined over Fp2 , such as the CGL hash function
and SIKE.

1.1 Contributions
Bruhat–Tits trees are standard tools when studying Shimura curves, and their applications in
number theory are plentiful. However, they are usually described in language inaccessible to
anyone without a working knowledge of algebraic geometry. We give a thorough expository
treatment in Section 3 that will hopefully help to remedy this gap.

Section 4 explicitly connects the different viewpoints on supersingular isogeny graphs: qua-
ternion ideal graphs and Bruhat–Tits trees. We show how to translate, via the `-adic Tate
module of a given elliptic curve, the notions of ‘directions’ and ‘distance from the root’ of the
Bruhat–Tits tree Tℓ into the setting of the supersingular `-isogeny graph Gℓ. This allows us
to interpret non-backtracking walks in Gℓ as ‘distance-increasing’ (or level-increasing) walks
in Tℓ. We also review the classical Deuring correspondence between quaternion orders and
supersingular elliptic curves and the classical correspondence due to Ribet [Rib90] between the
quotient of the Bruhat–Tits tree Tℓ by a well-chosen matrix group and the supersingular `-
isogeny graph Gℓ. Finally we outline the explicit correspondence between quaternion orders and
vertices of the Bruhat–Tits trees following [Mil15].

In Section 5 we move away from expository material and give some tentative suggestions
for using Bruhat–Tits trees in cryptanalysis, since two-by-two matrices are very easy to work
with. In Section 5.1 we explain how truncating the Bruhat–Tits tree at a certain level gives
a close approximation of the subgraph of the supersingular isogeny graph relevant for SIKE.
In Section 5.2 we give an algorithm to compute the isogeny corresponding to a given path
in the Bruhat–Tits tree. We have also implemented this algorithm and include an explicit
example. In Section 5.3 we explore the BTQuotient module by [FM14] for general quotients of
Bruhat–Tits trees. We show how the functions already written there can be used to compute
with cryptographic-size isogeny graphs, the case of interest to us, which was not covered by
their code. In particular, we use the code in [FM14] to study the norm equations in specific
directions of the Bruhat–Tits tree. In Section 5.4, we give an example of how the algorithms
adapted from BTQuotient may be used to study SIKE: we exhibit a path in the Bruhat–Tits
tree for which we can completely parameterize the norm equations of the corresponding orders
on the quaternion graph.
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2 Background
In this section we give a brief expository overview of the necessary background of elliptic curves,
quaternion algebras and Bruhat–Tits trees. We use the notation p for a prime p > 3 (which we
assume throughout) and q = pn for a prime power. We reserve ` for a prime ` 6= p.

2.1 Elliptic curves over finite fields
We summarise the basic arithmetic of elliptic curves over finite fields. The interested reader can
look at [Sil09, Ch. III&V] for more details.

Let E be an elliptic curve defined over Fq (which we will write as E/Fq). The set of points
E(Fq) equipped with an operation of addition forms an abelian group. As p = char(Fq) > 3,
we can assume without loss of generality that E is isomorphic to a curve given by a Weierstrass
equation E : y2 = x3 + Ax + B, where A,B ∈ Fq and 4A3 + 27B2 6= 0. We associate to E

an element j(E) ∈ Fq, called the j-invariant of E and defined as j(E) := 1728 4A3

4A3+27B2 . The
j-invariant is an Fq-isomorphism invariant.

2.1.1 Isogenies and endomorphisms
Given two elliptic curves E1 and E2 defined over Fq, an isogeny ϕ : E1 → E2 defined over Fq

(resp. Fq) is a non-constant rational map defined over Fq (resp. Fq) which is also a surjective
group homomorphism; it follows that the kernel ker(ϕ) is always finite.

One example is, for m ∈ Z, the mutiplication-by-m map on any elliptic curve E, sending
any point P 7→ mP and denoted by [m] : E → E. The degree of an isogeny ϕ is its degree
as a rational map; we refer to an isogeny of degree ` as an `-isogeny. In particular, when ϕ
is separable (which is always the case when p ∤ deg(ϕ)), we have deg(ϕ) = | ker(ϕ)|. Also, for
every `-isogeny ϕ : E1 → E2, there exists a (canonical) dual `-isogeny ϕ̂ : E2 → E1 such that
ϕ ◦ ϕ̂ = ϕ̂ ◦ϕ = [`]. Given generators of its kernel, the rational maps defining an isogeny can be
computed in time linear in the degree via Vélu’s formulas [Vél71].

An endomorphism of an elliptic curve E is either an isogeny ϕ : E → E or the zero morphism.
One example is given by the multiplication-by-m map [m] defined above. Note that [m] is an
isogeny of degree m2 and is separable if and only if p ∤ m; in this case

E[m] := ker([m]) ∼= Z/mZ× Z/mZ.

We also refer to E[m] as the m-torsion subgroup of E and to its elements as the m-torsion points
of E (these points are defined over Fq).

An important endomorphism is the Frobenius endomorphism πq, or π, defined as follows:

π : E → E
(x, y) 7→ (xq, yq).

The set of all endomorphisms of E defined over Fq, denoted End(E), form a ring with the
operations of addition and composition, and we refer to it as the endomorphism ring of E.
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For an elliptic curve E/Fq, the endomorphism ring End(E) is either an order in an imaginary
quadratic field (in which case we call E ordinary) or a maximal order in a quaternion algebra
ramified only at p = char(Fq) and ∞ (in which case we call E supersingular). Any supersingular
elliptic curve E satisfies j(E) ∈ Fp2 and it follows that E can be defined over Fp2 .

For an ordinary curve E/Fq, the endomorphism ring End(E) can be any order O in the
imaginary quadratic field Q(π) that satisfies O ⊃ Z[π]. For a supersingular elliptic curve E/Fq,
as the endomorphism ring is a maximal order in a quaternion algebra it has Z-rank 4. If q = p
then not all endomorphisms of E can be defined over Fp but Frobenius does not act like a scalar
so in particular is not in Z; if q = p2, the Frobenius endomorphism π does act like a scalar.
If j(E) 6∈ Fp it is a hard problem in isogeny-based cryptography [Koh96; EHLMP18] to find
non-scalar endomorphisms of E. This article will only consider supersingular elliptic curves.

2.1.2 Supersingular `-isogeny graphs
Let ` and p be prime numbers with ` 6= p. First we define the graph whose vertices are j-
invariants of supersingular elliptic curves defined over Fp and such that there is a (directed)
edge from j(E1) to j(E2) for every `-isogeny (defined over Fp) ϕ : E1 → E2. The number of
edges from j(E1) to j(E2) is independent of the choice of the curves E1, E2. Because there are
`+ 1 cyclic subgroups in E[`] for any E, there are `+ 1 outgoing edges from every j-invariant
j(E); loops and multi-edges are possible. For every `-isogeny ϕ : E1 → E2, there is a dual
`-isogeny ϕ̂ : E2 → E1. We identify the edge corresponding to ϕ with the edge corresponding
ϕ̂; we call the resulting (undirected) graph the supersingular `-isogeny graph Gℓ := Gℓ(Fp).

For p ≡ 1 mod 12, we obtain a (`+1)-regular graph (at every vertex, there are `+1 edges).
However, for p 6≡ 1 mod 12, the j-invariants 0 and 1728 can be supersingular. Because of the
extra automorphisms of curves Ej with j-invariant j ∈ {0, 1728}, multiple isogenies ϕi : Ej → E
have the same dual isogeny ϕ̂ : E → Ej and so in this identification, we have fewer edges
from j = 0 and j = 1728. For instance, for j = 1728 and ` = 2, there is always a 2-isogeny
φ : E1728 → E1728 and a pair of isogenies ϕ,ψ : E1728 → E287496 which satisfy ϕ̂ = ψ̂. Therefore,
the edges from j = 1728 in G2 are (1728, 1728) and (1728, 287496).

In Figure 2.1, we have p = 241 and ` = 2. Note that 241 ≡ 1 mod 12 and so the graph G2 is
3-regular.

Figure 2.1: Supersingular 2-isogeny graph for p = 241. Every vertex of the graph corresponds to a super-
singular j-invariant in F4312 .

2.2 Quaternion algebras over Q
A quaternion algebra over Q is a central simple algebra that has dimension 4 over Q. For
a, b ∈ Q − {0} we denote by

(
a,b
Q

)
the Q-algebra generated by a basis {1, i, j, k} such that
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i2 = a, j2 = b, and ij = −ji = k. Any quaternion algebra B over Q is isomorphic to
(

a,b
Q

)
for

some a, b ∈ Z. For every prime p we define

Bp := B ⊗Q Qp,

and for the infinite prime ∞ we define

B∞ := B ⊗Q R.

A quaternion algebra B over Q is said to be ramified or non split at p (resp. at ∞) if
Bp (resp. B∞) is a division algebra. It is said to be unramified or split at p (resp. at ∞) if
Bp

∼= M2(Qp) (resp. B∞ ∼= M2(R)). Moreover it is called definite (resp. indefinite) if it is
ramified (resp. split) at ∞. The discriminant of B is the product of all ramified primes in B,
so it is a square-free positive integer.

A quaternion algebra B over Q is endowed with a standard involution given by conjugation:
the conjugate of an element α = x+yi+ zj+ tk ∈ B is α = x−yi− zj− tk, where x, y, z, t ∈ Q.
The reduced trace of α is trd(α) = α+α, and the reduced norm of α is nrd(α) = αα. We always
have trd(α), nrd(α) ∈ Q.

The endomorphism ring of any supersingular elliptic curve over Fq, where q is a power of
p, is a maximal order in the quaternion algebra over Q ramified only at p and ∞, denoted by
Bp,∞. Pizer [Piz80] gave an explicit description for all such possible quaternion algebras.

Theorem 2.1 Let p be an odd prime. Then, up to isomorphism, the unique quaternion algebra
Bp,∞ over Q ramified at p and ∞ is given by:

• Bp,∞ =
(
−1,−p

Q

)
, if p ≡ 3 (mod 4);

• Bp,∞ =
(
−2,−p

Q

)
, if p ≡ 5 (mod 8);

• Bp,∞ =
(
−r,−p

Q

)
, if p ≡ 1 (mod 8), where r is a prime such that r ≡ 3 (mod 4) and(

r
p

)
= −1.

Moreover, we have r = O(log2 p) under the generalized Riemann hypothesis [EHLMP18].

2.2.1 Arithmetic of quaternion algebras
Just like number fields, quaternion algebras are endowed with rich arithmetic, but the non-
commutativity produces some interesting differences. We recall here the basic concepts for the
convenience of the reader.

For a quaternion algebra B over Q, an ideal of B is a Z-lattice of B of rank 4. An order
of B is an ideal which is also a subring. A maximal order is an order that is not properly
contained in another order. Unlike in number fields, maximal orders in quaternion algebras are
not necessarily unique - see Section 4.1.

Example 2.2 We can always write down a maximal order in Bp,∞ for any p [Piz80, Prop 5.2].
For example, if p ≡ 3 mod 4 and {1, i, j, k} is a basis of Bp,∞ with i2 = −1, j2 = −p, and
k = ij, we can take the maximal order Z⊕ Zi⊕ Z i+j

2 ⊕ Z 1+k
2 .

Let O be an order of B. An ideal I of B is said to be a left-ideal (resp. right-ideal) of O if
OI := {xI : x ∈ O} ⊆ I (resp. IO := {Ix : x ∈ O} ⊆ I). The reduced norm nrd(I) of an ideal
I is gcd{nrd(α) : α ∈ I}. Two ideals I and J of B belong to the same left-ideal class (resp.
right-ideal class) if there exists β ∈ B× such that I = Jβ (resp. I = βJ). For a maximal order
O we denote by Cll(O) the set of left-ideal classes (analogously, Clr(O) is the set of right-ideal
classes), which is a finite set. To any ideal I of B we associate two orders:
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• the left-order of I, i.e. the order Ol(I) := {x ∈ B : xI ⊆ I};
• the right-order of I, i.e. the order Or(I) := {x ∈ B : Ix ⊆ I}.

Any ideal I ⊂ B is a left-ideal for its left-order and a right-ideal for its right-order. In particular,
if O is maximal and I is a left-ideal of O then Ol(I) = O, as O ⊆ Ol(I).

We say that two maximal orders O1 and O2 are linked if there exists an ideal I in B such
that Ol(I) = O1 and Or(I) = O2. If two orders are linked then they have the same number
of left- (or right-) ideal classes. In particular, since any two maximal orders of B are linked,
maximal orders have all the same number of left- (or right-) ideal classes. Two orders O1 and O2

are said to be conjugate (or of the same type) if there exists α ∈ B× such that O2 = α−1O1α.
By the Skolem–Noether theorem for central simple algebras, two orders are conjugate if and
only if they are isomorphic as rings.

2.2.2 `-ideal graph of a quaternion algebra
Let Brt(B) denote the set of all the left-ideal classes of all maximal orders in B (up to conjuga-
tion). For ideal classes [I], [J ] in Brt(B) such that Or(I) = Ol(J) we denote the multiplication
of [I] and [J ] by [I]∗ [J ]. (Brt(B), ∗) is clearly not a group, since the operation is not defined for
all classes. However, the operation ∗ does equip Brt(B) with a groupoid structure [Voi, Chapter
19] and (Brt(B), ∗) is known as the Brandt groupoid of B [Bra43].

We can visualise the Brandt groupoid of B as a graph whose vertices are the maximal orders
of B considered up conjugation, and an edge connects two vertices whenever the corresponding
maximal orders are linked by an ideal. In Figure 2.2 we represent the Brandt groupoid for the
quaternion algebra B241,∞. We omit half of the edges: if the inverse of an ideal was already
represented, then its representation was not included.

Figure 2.2: Graph of the Brandt groupoid for the quaternion algebra B241,∞.

Let us now consider only the ideal classes which admit representatives of a certain norm:

Definition 2.3 (`-ideal graph) Let B be a quaternion algebra over Q of discriminant D. For
every prime ` ∤ D we define the `-ideal graph of B as the undirected graph whose vertices are the
maximal orders in B considered up to conjugation, and two vertices are connected by an edge
if the corresponding maximal orders are linked by a left-ideal class admitting a representative of
reduced norm `.

7



Note that the sets of vertices and edges of the `-ideal graph do not depend on the choice of
representatives of the vertices [Voi, Theorem 19.1.8].

Finally, we relate the `-ideal graph and the `-isogeny graph. For a supersingular elliptic curve
E/Fp2 denote by Ep any elliptic curve with j-invariant j(E)p. Then End(E) and End(Ep) are
isomorphic as rings, hence conjugate. Therefore, in the `-ideal graph, vertices corresponding
to End(E) and End(Ep) are identified. Since `-isogenies correspond to ideals of norm ` (for
more details, see Section 4.1), there is an edge between the isomorphism classes of End(E) and
End(E′) if and only if there is an `-isogeny between E and E′.

Because of the above, the supersingular `-isogeny graph is a 2-covering of the `-ideal graph,
except for the vertices defined over Fp (for which we have a 1-to-1 correspondence). As an
example, for ` = 2 and p = 241, we plot in Figure 2.3 the 2-ideal graph for the quaternion
algebra B241,∞, which can be compared with the supersingular 2-isogeny graph for p = 241 in
Figure 2.1.

Figure 2.3: 2-ideal graph for B241,∞. Compare also with the supersingular 2-isogeny graph for p = 241 in
Figure 2.1.

2.2.3 Norm forms of maximal orders
Let B be the quaternion algebra

(
−r,−p

Q

)
with r, p ∈ Z>0 and a basis {1, i, j, k} such that

i2 = −r, j2 = −p and k2 = −pr. For a, b, c, d ∈ Q, the reduced norm introduced in the previous
section defines a quadratic form in 4 variables:

nrd(a+ bi+ cj + dk) = a2 + rb2 + pc2 + prd2. (1)

The structure of the quaternion algebra B is related to the properties of the quadratic form nrd.
For instance, the property of being a definite quaternion algebra (which, over Q is the same as
having i2 < 0, j2 < 0) is equivalent to the norm form being positive definite.

We can also associate an integral quadratic form to any order O in B. Once an integral
basis {βi}4i=1 of O is fixed, an element α in O can be written as α = aβ1 + bβ2 + cβ3 + dβ4,
with a, b, c, d ∈ Z. If we compute the reduced norm of α in this basis, we obtain a quadratic
form in 4 variables over Z which we refer to as the norm form of O. The norm form of different
orders can be used for attacks on SIDH-style cryptosystems [Pet17; KMPPS20] under special
circumstances; this is discussed further in Section 5.4.

Example 2.4 Let p ≡ 3 (mod 4). We take the maximal order

O = Z⊕ Zi⊕ Z
i+ j

2
⊕ Z

1 + k

2
⊆

(
−1,−p

Q

)
,

where i2 = −1, j2 = −p and k = ij. Write an element α ∈ O as α = a+ bi+ c
(
i+j
2

)
+ d

(
1+k
2

)
with a, b, c, d ∈ Z. Then we can compute the norm form associated to the order O using the
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reduced norm form (1):

nrd(α) = nrd

(
a+ bi+ c

(
i+ j

2

)
+ d

(
1 + k

2

))
= nrd

(
a+

d

2
+

(
b+

c

2

)
i+

c

2
j +

d

2
k

)
=

= a2 + b2 + bc+

(
p+ 1

4

)
c2 + ad+

(
p+ 1

4

)
d2.

2.3 The Bruhat–Tits tree for PGL2(Qℓ)

There are several ways to define the Bruhat–Tits tree associated to PGL2(Qℓ). Its vertices can
be described as:

• classes of homothetic Zℓ-lattices in Q2
ℓ ,

• classes of equivalent norms on these lattices,
• classes of matrices in PGL2(Qℓ)/PGL2(Zℓ), or
• maximal orders in the quaternion algebra M2(Qℓ).

For more details on each case see [Mil15, Chapter 2]. We will give the definition of the Bruhat–
Tits tree as a graph whose vertices are homothety classes of lattices, but we will still use the
other interpretations in order to get an explicit description that we can work with.

We consider lattices in Q2
ℓ . Two lattices M,M ′ ⊆ Q2

ℓ are said to be homothetic if there exists
λ ∈ Q×ℓ such that M ′ = λM . The homothety class of M will be denoted by {M}. Given two
homothety classes {M} and {M ′} one can always choose their representatives such that, for
some n ∈ N, we have that `nM ⊆ M ′ ⊆ M . For example, if M = 〈m1,m2〉, then we can take
M ′ = 〈m1, `

nm2〉 [Ser77, Chapter 2, Section 1.1].
Two homothety classes {M} and {M ′} are said to be adjacent if their representatives can

be chosen so that `M ⊊ M ′ ⊊ M . Note that this is equivalent to M ′ being a cyclic sublattice
of index ` in M .

Definition 2.5 (Bruhat–Tits tree) The Bruhat–Tits tree associated to PGL2(Qℓ) is the in-
finite tree Tℓ with set of vertices Ver(Tℓ) given by the set of homothety classes of lattices of Q2

ℓ ,
and whose set of edges Ed(Tℓ) is the set of pairs of adjacent homothety classes.

The graph Tℓ is a (`+1)-regular tree [Ser77, Chapter II]. The group PGL2(Qℓ) acts on Ver(Tℓ)
by matrix multiplication: if M = 〈m1,m2〉 ⊆ Q2

ℓ and γ ∈ GL2(Qℓ) then γ ·M := 〈γm1, γm2〉,
and the induced action of PGL2(Qℓ) on the classes of lattices is then well-defined. The action

PGL2(Qℓ)×Ver(Tℓ) → Ver(Tℓ)
(γ, v) 7→ γ · v

induces a homeomorphism
PGL2(Qℓ)/PGL2(Zℓ) ' Tℓ,

where PGL2(Qℓ) is taken with its natural topology. This bijection gives a way to represent each
vertex by a class of matrices: if v = {M}, then the vertex v can be also represented by the class
{αM} ∈ PGL2(Qℓ)/PGL2(Zℓ) such that αM is the matrix whose columns form a basis of the
lattice M .

Any lattice 〈u, v〉 (notice that we are fixing a basis here) contains `+ 1 cyclic sublattices of
index ` which are given by 〈u + iv, `v〉, for i = 0, . . . , ` − 1, and 〈`u, v〉. In terms of matrices,
this corresponds to multiplying the matrix (u|v), which has u and v as its columns, on the right
by one of the following matrices:

Di =

(
1 0
i `

)
, where i = 0, . . . , `− 1, or D∞ =

(
` 0
0 1

)
. (2)
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Therefore, starting from the vertex corresponding to the class of 〈u, v〉, we can label the ` + 1
outgoing edges with the matrices in (2), and think of them as the ‘directions’ 0, . . . , ` − 1 and
∞ respectively.

In a similar way, for every sublattice of the form 〈u + iv, `v〉, i = 0, . . . , ` − 1, we can use
the matrices in (2) to describe the corresponding ` + 1 sublattices of index `. Note that ` of
these new sublattices will define a new class, while one (the one which is obtained by taking
the ∞ direction) will belong to the same class as 〈u, v〉. We treat the case of the sublattice
〈`u, v〉 separately because, for convenience, once we have taken the ∞ direction, we are going
to redefine the direction matrices in the following way:

D′i =

(
` i
0 1

)
, where i = 0, . . . , `− 1, or D′∞ =

(
1 0
0 `

)
. (3)

This allows us to have the directions defined in a way such that the ∞ direction always points
to the root. By repeating this process, starting from a chosen root with representative 〈u, v〉,
we can describe a representative of any vertex at distance k from the root by multiplying the
matrix (u|v) on the right by a product of k direction matrices:

Di1Di2 · · ·Dik , with ij ∈ {0, . . . , `− 1}, for 1 ≤ j ≤ k,

or
D∞D

′
i2 · · ·D

′
ik
, with ij ∈ {0, . . . , `− 1}, for 2 ≤ j ≤ k.

Note that the representative which is obtained is a cyclic sublattice of index `k in 〈u, v〉. See
below for an explicit description of the representatives that are obtained in this way.

Let v(0) = {α(0)} denote the vertex of Tℓ whose representative is the matrix α(0) := ( 1 0
0 1 ).

We will define again the vertices of Tℓ ‘level by level’: for k ≥ 0, we say that a vertex v is at
level k if the distance between v and the chosen root is equal to k. There is a unique vertex at
level 0, the root of the tree.

- Level 1: for every i1 ∈ {0, 1, . . . , `−1,∞}, let v(1)i1
=

{
α
(1)
i1

}
denote the vertex represented

by the matrix

α
(1)
i1

:=



(
1 0
i1 `

)
, if i1 6= ∞,

(
` 0
0 1

)
, if i1 = ∞.

These matrices define `+ 1 different vertices v(1)0 , . . . , v
(1)
ℓ−1, v

(1)
∞ adjacent to v(0).

- Level 2: for every vertex v
(1)
i1

at level 1, we define ` new adjacent vertices v(2)i1,i2
, with

i2 ∈ {0, 1, . . . , `− 1}, represented by the matrices

α
(2)
i1,i2

:=



(
1 0

i1 + i2` `2

)
, if i1 6= ∞,

(
`2 i2`
0 1

)
, if i1 = ∞.

- Level k: we denote a generic vertex at distance k from v(0) by v
(k)
i1,...,ik

, where i1 ∈
{0, 1, . . . , `−1,∞}, and ij ∈ {0, 1, . . . , `−1} for j = 2, . . . , k. Note that the vertex v(k)i1,...,ik

at level k is connected to the vertex v(k−1)i1,...,ik−1
at level k−1. We have v(k)i1,...,ik

= {α(k)
i1,...,ik

},
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where

α
(k)
i1,...,ik

:=



(
1 0∑k

j=1 ij`
j−1 `k

)
, if i1 6= ∞

(
`k

∑k
j=2 ij`

j−1

0 1

)
, if i1 = ∞.

(4)

Figure 2.4: The Bruhat–Tits tree Tℓ for ` = 3.

Given the description of Tℓ, it is easy to see that there are (` + 1)`k−1 vertices at level k.
Moreover, we have the following ascending chain of subtrees of Tℓ. For every k ≥ 0, let T

(k)
ℓ

denote the subtree of Tℓ with set of vertices Ver(T
(k)
ℓ ) = {v = {α} : det(α) = `i for i ≤ k}. We

call T(k)
ℓ the truncated tree at level k. Then we have

Ver(T
(0)
ℓ ) = {v(0)}, Ver(T

(k)
ℓ ) ⊆ Ver(T

(k+1)
ℓ ) for every k ≥ 0, and Tℓ =

⋃
k≥0

T
(k)
ℓ .

3 The graph of the bad reduction of Shimura curves
Shimura curves are compact Riemann surfaces defined using quaternion algebras that can be
regarded as algebraic curves. They generalise modular curves: modular curves are constructed
using congruence subgroups of the matrix algebra M2(Q), while Shimura curves are constructed
using subgroups of any given quaternion algebra different from M2(Q).

There is a close connection between graphs of bad reductions of Shimura curves and super-
singular isogeny graphs, which we will explore in more detail in Section 4.3. Graphs of bad
reductions of Shimura curves can be computed as quotients of the Bruhat–Tits tree. Let D > 1
be an integer and let ` be a prime such that ` ∤ D. After defining a group that we will denote by
Γℓ,+, and which depends on ` and on the definite quaternion algebra ramified at primes dividing
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D and at ∞, we will show how to compute the quotient graph of the Bruhat–Tits tree

Γℓ,+\Tℓ.

In Section 4.3 we will show that this graph is a double covering of the supersingular isogeny
graph Gℓ.

In order to properly define the group Γℓ,+, we need to introduce the theory of Shimura curves
to the reader, both over Q and over Qℓ. We stress that this theory is very technical, with tools
from different areas (schemes, uniformisation of algebraic curves, rigid analytic geometry,. . .).
Definitions are usually complicated for a first-time approach, so we will try to explain the theory
in a simplified way, prioritising helping the reader gain intuition and keeping the analogy with
the complex case. 3

Here is the outline of this section: in Section 3.1 we define Shimura curves over Q. In Section
3.2 we introduce the `-adic upper half plane and in Section 3.3 we define Shimura curves over
Qℓ. Finally in Section 3.4 we are ready to compute the graph we are interested in: Γℓ,+\Tℓ.

3.1 Shimura curves from indefinite quaternion algebras
Let H be an indefinite quaternion algebra over Q of discriminant DH > 1 and let O ⊆ H be a
maximal order (which, since H is indefinite and over Q, is unique up to isomorphism). Since H
is indefinite, we have a canonical embedding Φ : H ↪→ M2(R) of H into the algebra of the 2× 2
matrices with coefficients in R.

Let O× := {α ∈ O | nrd(α) = ±1} denote the unit group of O. In order to look at this
group as a matrix group, we consider its image under Φ and we define:

Γ+ := Φ(O×)/{±1} ⊆ PSL2(R).

The group Γ+ is a discrete subgroup of PSL2(R), so one can consider its action on the complex
upper half-plane H := {z ∈ C : Im(z) > 0}

Γ+ ×H → H((
a b
c d

)
, z
)

7→ az+b
cz+d ,

which is well-defined. The quotient Γ+\H is a Riemann surface that is compact if DH > 1.
The case DH = 1 gives a non-compact quotient which, after compactifying, can be regarded

as an algebraic curve known as a modular curve. In this case, the algebra H is just the matrix
algebra M2(Q) and Γ+ is the modular group PSL2(Z). For a positive integer N , let Γ0(N)
denote the subgroup in SL2(Z) of all matrices that reduce modulo N to an upper triangular
matrix. It is well known (check for example [Sil09] for more details) that there exists a smooth
projective curve X0(N) defined over Q and a complex analytic isomorphism

jN,0 : Γ0(N) \H → X0(N)(C)

such that the elliptic curve Eτ associated to an element τ ∈ Γ0(N)\H is defined over the number
field K = Q(jN,0(τ)).

Remark 3.1 The notion of a modular curve of a given level also has its counterpart in the
theory of Shimura curves: an Eichler order of a given level. An Eichler order is the intersection
of two maximal orders, and its level is its index in either of the maximal orders. A maximal
order is an Eichler order of level 1; for the sake of simplicity we will present the theory with
maximal orders only.

3See [Mil15; BC91] for a more rigorous introduction.
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When DH > 1, Shimura [Shi67] proved that there exists an algebraic curve X(DH) defined
over Q and an isomorphism

J : Γ+\H → X(DH)(C) (5)

characterised by certain arithmetic properties related to complex multiplication theory. The
curve X(DH) is known as the (canonical model of the) Shimura curve of discriminant DH (and
level N = 1). The isomorphism J is called the complex or ∞-adic uniformisation of X(DH).

Since X(DH) is an algebraic curve over Q, it makes sense to consider its reductions modulo
a prime. For a prime ` ∤ DH , the reduction X(DH)Fℓ

is smooth [Mor81]. A prime ` such that
` | DH is called a prime of bad reduction; the reduction of a Shimura curve at a bad prime
X(DH)Fℓ

has totally degenerate semistable bad reduction: it is connected and isomorphic to
several copies of projective lines P1, and its only singularities are ordinary double points [Kur79,
Sect. 3]. In this case, we will call X(DH)Fℓ

the special fibre or bad reduction at ` of the Shimura
curve X(DH). This special fibre can be interpreted as a graph in the following way (see [Kur79]
for more details).

Definition 3.2 (Graph of the special fibre) Let D > 1 be an integer and ` be a prime such
that ` | D. The graph G of the special fibre at ` of X(D) is defined as follows. The vertices
of G correspond to the irreducible components of X(D)Fℓ

over Fℓ, which are isomorphic to the
projective line P1

Fℓ
over Fℓ. The edges of G correspond to double points, i.e. two vertices of G

are connected by an edge if the corresponding irreducible components intersect.

To compute these graphs explicitly, we need to go to the `-adic side of the theory of Shimura
curves.

3.2 The ℓ-adic upper half-plane
We start by briefly introducing the `-adic upper half-plane,4 an `-adic analogue to the complex
upper half-plane, which is the starting point of the construction of `-adic Shimura curves.

Let Qℓ denote the field of `-adic numbers and Cℓ the completion of a fixed algebraic closure
Qℓ of Qℓ. Let P1

Qℓ
denote the algebraic projective line over Qℓ. The `-adic upper half-plane

is a `-adic rigid analytic variety Hℓ over Qℓ whose set of L-points, for every field extension
Qℓ ⊆ L ⊆ Cℓ, is

Hℓ(L) := P1
Qℓ
(L)− P1

Qℓ
(Qℓ),

that is, removing the Qℓ-points. One important property of the `-adic upper half-plane is that
it has a good “reduction” map that takes Hℓ to the Bruhat–Tits tree Tℓ.

Proposition 3.3 ([Mil15], Thm. 2.2.31) For every field extension Qℓ ⊆ L ⊆ Cℓ, there is a
map

Red : Hℓ(L) → Tℓ

satisfying the following property: it is equivariant with respect to the action of PGL2(Qℓ), that
is, for every z ∈ Hℓ(L) and every γ ∈ PGL2(Qℓ), we have that Red(γ · z) = γ · Red(z).

By taking the direct limit of this construction, we obtain the tree Tℓ as the graph of the
reduction mod ` of Hℓ. We can think of the Bruhat–Tits tree as the skeleton of the `-adic upper
half plane via this reduction map. This reduction map will be useful to describe the special
fibres of a Shimura curve.

4We are using the prime ℓ to be consistent with the isogeny graphs to which we want to connect this theory. In
the Shimura curves literature, p is widely used as the chosen prime, so p-adic upper half-plane is more standard.
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3.3 ℓ-adic Shimura curves
Let H denote an indefinite quaternion algebra over Q of discriminant DH = D`, with D > 1
and ` ∤ D. To highlight the importance of the prime ` in what follows, we will write D` instead
of DH . We consider as before the embedding Φ : H ↪→ M2(R). We are interested in the `-adic
analogue Γ+,ℓ of the group Γ+ defined in section 3.1.

We will first define an intermediate group Γℓ. The group Γℓ is defined, following Čerednik
[Cer76, Theorem 2.1], by interchanging the prime ` for ∞ in the quaternion algebra H. That
is, instead of the indefinite quaternion algebra H, we consider the definite quaternion algebra
B = BD,∞ of discriminant D and ramified at ∞. Let OB ⊆ B be a maximal order in B and
define the localised order OB [1/`] := OB ⊗Z Z[1/`] over Z[1/`]. Like in the complex case, there
exists an `-adic matrix immersion Φℓ : B ↪→ M2(Qℓ). The unit group in OB [1/`] is formed by
the elements in OB [1/`] whose reduced norm is a unit in Z[1/`]:

OB [1/`]
× := {α ∈ OB [1/`] : nrd(α) ∈ Z[1/`]×} = {α ∈ OB [1/`] : nrd(α) = `k, k ∈ Z}.

We define the (discrete cocompact) subgroup Γℓ of PGL2(Qℓ) as

Γℓ := Φℓ(OB [1/`]
×)/Z[1/`]×.

Because scaling by powers of ` does not change anything, we can in fact generate the group Γℓ

by images of elements in OB with norm a power of `.

Remark 3.4 The maximal Z-order OB might not be unique up to conjugation, as the quater-
nion algebra B is definite. Nevertheless, the Z[1/`]-order OB [1/`] is unique up to conjugation,
as it satisfies Eichler’s condition [Vig80, Corollaire 5.7].

In [Dri76], Drinfel’d constructed an `-adic analogue of the isomorphism (5) called Drinfel’d
integral model of the Shimura curve X(D`), extending the modular interpretation of X(D`)(C)
over Qℓ. Jordan and Livne [JL84] give an important consequence of Čerednik and Drinfel’d’s
results that we will use.

We finally have all the ingredients to define the group Γℓ,+ ⊂ PGL2(Qℓ) mentioned in the
beginning of Section 3:

Γℓ,+ := Φℓ({α ∈ OB [1/`]
× | nrd(α) = `2n, for n ∈ Z})/Z[1/`]× ⊆ Γℓ.

Our interest in this group comes from Drinfel’d’s theorem, which gives a bijection between
the following sets of Qℓ2 -points:

Γℓ,+\Hℓ(Qℓ2) ' X(D`)(Qℓ2),

where Qℓ2 denotes the quadratic unramified extension of Qℓ contained in Cℓ. Moreover, this
theorem states that the graph of the special fibre X(D`)Fℓ

is the graph Γℓ,+\Tℓ. We will see in
Section 4.3 that the graph Γℓ,+\Tℓ is a 2-covering of the supersingular `-isogeny graph Gℓ.

3.4 Computing the graph of the special fibre of a Shimura curve
Now we explain how to compute the graph G of the special fibre at ` of the Shimura curve
X(D`) of discriminant D`, with ` ∤ D, using its interpretation as the quotient Γℓ,+\Tℓ of the
Bruhat–Tits tree Tℓ.

In [FM14] the authors take a computational approach to this problem and provide an algo-
rithm, which they implemented in Sage, to compute the graph G for every quaternion algebra.
It is also possible to construct the graph G explicitly when the left-ideal class number of the
quaternion algebra BD,∞ is 1, as was done in [AM19].
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Figure 3.1: Graph of the special fibre at ` = 2 of the Shimura curve X(61 ·2) (left) and fundamental domain
of X(61 · 2) inside T2 (right), computed with the code provided in [FM14].) Vertices with the same colour
correspond to (classes of) lattices Λ with the same endomorphism ring End(Λ), see also Section 4.4.

The code in [FM14] allows us to compute the graph of special fibres of Shimura curves,
such as in Figure 3.1. The result can be represented as a compact graph or as a fundamental
domain inside Tℓ whose edges are labelled by representatives of the 2× 2 matrices as described
in Section 2.3.
In Section 4.3 we will see that the graph G is a double covering of the supersingular isogeny
graph Gℓ.

4 Different views on supersingular isogeny graphs
In this section, we explain the relations between the three main objects from the previous
sections: supersingular isogeny graphs, quaternion ideal graphs, and (quotients of) Bruhat–Tits
trees. In Section 4.1 we recap Deuring’s correspondence, which shows the relationship between
the supersingular `-isogeny graph Gℓ and the quaternion `-ideal graph. In Section 4.2 we show
how to explicitly identify vertices and edges of the Bruhat–Tits tree Tℓ with supersingular
elliptic curves and `-isogenies, via `-adic Tate modules. This allows us to think of the Bruhat–
Tits tree as an “unfolding” of the supersingular isogeny graph. In Section 4.3 we recap Ribet’s
correspondence, which shows that the quotient of the tree of Section 4.2 by the group Γ+,ℓ of
Section 3.3 gives a graph that is a double cover of the supersingular isogeny graph Gℓ. Finally,
in Section 4.4 we explain how to relate the vertices of the Bruhat–Tits tree Tℓ to maximal orders
in the quaternion algebra Bp,∞.
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4.1 Supersingular elliptic curves and endomorphism rings: Deuring’s
correspondence
Deuring’s correspondence [Deu41] between supersingular elliptic curves defined over Fp and max-
imal orders in Bp,∞ translates `-isogenies into left-ideals of reduced norm `. This correspondence
establishes a natural connection between supersingular isogeny graphs and quaternionic ideal
graphs. Here we give a construction of the correspondence.

Let E/Fp be a supersingular elliptic curve. Then End(E) ⊗ Q ∼= Bp,∞, where Bp,∞ is the
definite quaternion algebra over Q of discriminant p, and End(E) is isomorphic to a maximal
order O in Bp,∞. To any left-ideal I ⊆ O we associate the subgroup of E(Fp)

E[I] =
⋂
α∈I

ker(α).

This subgroup is necessarily finite, and if p ∤ nrd(I) we have nrd(I) = #E[I]. We define
the associated isogeny ϕI : E → E/E[I] by its kernel E[I]. Then ϕI is an isogeny of degree
deg(ϕI) = nrd(I) and the right-order Or(I) of I can be identified with End(E/E[I]). Conversely,
any isogeny ϕ : E → E′ is of the form ϕ = ρ◦ϕI for some left-ideal I ⊆ O and some isomorphism
ρ : E/E[I] → E′ [Voi, Cor. 42.2.21].

Moreover, we have E/E[I] ∼= E/E[J ] if and only if I and J are in the same left-ideal class of
O, that is, if I = Jβ for some β ∈ B×p,∞. Therefore, starting from E, we can enumerate all the
isomorphism classes of supersingular elliptic curves isogenous to E by taking isogenies ϕI for [I]
running over the left-ideal classes of O. Moreover, left-ideals of reduced norm ` give isogenies
of norm `.

Note that there is no bijection between isomorphism classes of supersingular elliptic curves
and isomorphism classes (or conjugacy classes, or types) of maximal orders in Bp,∞: elliptic
curves with conjugate supersingular j-invariants j and jp will have endomorphism rings which
are isomorphic as rings.

Example 4.1 Let p ≡ 3 (mod 4) and let E : y2 = x3+x be the supersingular elliptic curve de-
fined over Fp with j(E) = 1728. If we identify i with the endomorphism ϕ : (x, y) 7→ (−x,

√
−1y),

j with the endomorphism π : (x, y) 7→ (xp, yp), and set k := ij, then

End(E) = Z⊕ iZ⊕ i+ j

2
Z⊕ 1 + k

2
Z,

which is the maximal order in Bp,∞ that we met already in Example 2.2.

4.2 The Bruhat–Tits tree viewed as an unfolding of the supersingular
isogeny graph
There is a correspondence between vertices of the supersingular `-isogeny graph Gℓ and the
Bruhat–Tits tree Tℓ. This can be described explicitly once a specific elliptic curve E in Gℓ (or
better, its Tate module) has been identified with the root 〈(1, 0), (0, 1)〉 of Tℓ. Through this
correspondence we can interpret non-backtracking paths starting from E in Gℓ as paths from
the chosen root of Tℓ in the infinite tree Tℓ that increase the distance from the root at every
step. We call this a “level-increasing” path on Tℓ. The Bruhat–Tits tree Tℓ can then be seen as
an “unfolding” of the supersingular isogeny graph Gℓ, which may help in studying walks in Gℓ,
an idea we return to in Section 5.

4.2.1 The Tate module
For any elliptic curve E, there is a natural choice of a Zℓ-lattice: the Tate module Tℓ(E). Let
E/Fp be an elliptic curve and let ` 6= p be a prime. We have that E[`n] ∼= Z/`nZ × Z/`nZ as
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abelian groups and we have connecting maps

[`] : E[`n+1] → E[`n]
P 7→ `P.

The Tate module is defined to be the inverse limit of E[`n] with respect to the connecting maps:

Tℓ(E) = lim
←
E[`n].

As E[`n] ∼= Z/`nZ× Z/`nZ, it follows that there exists an isomorphism Tℓ(E) ∼= Zℓ × Zℓ as
Zℓ-modules. Therefore, any Tℓ(E) admits a basis {(Pn)

∞
n=1, (Qn)

∞
n=1} where {Pn, Qn}∞n=1 is a

system of compatible bases of E[`n]: for all n ≥ 1 we have that {Pn, Qn} is a basis of E[`n] and
`Pn+1 = Pn, `Qn+1 = Qn. The connecting maps commute with isogenies: for any n and for
any isogeny ϕ : E → E′, we have ϕ(E[`n]) ⊆ E′[`n]. By taking inverse limits, we obtain a map
on the Tate modules ϕℓ : Tℓ(E) → Tℓ(E

′).
Now we turn to endomorphisms. By [Sil09, Chap. III Thm 3.4] we have that

End(E) ↪→ End(Tℓ(E)).

Moreover, both End(E) and Tℓ(E) come with a Galois action. For a supersingular elliptic curve
E over Fp, we know that j(E) ∈ Fp2 and hence E is isomorphic to a curve that can be defined
over Fp2 . Moreover, we can assume that tr(π) = ±2p (remember we assume p > 3). Possibly
replacing E by its quadratic twist, we can therefore assume that tr(π) = −2p. In this case, the
Frobenius endomorphism acts like the scalar [−p] and so all endomorphisms of E and Tℓ(E) are
necessarily Galois equivariant, that is, commute with the Frobenius endomorphism. This allows
us to specialise Tate’s theorem (as stated in [Sil09, Chap. III Thm 3.7]) to the following:

End(E)⊗Z Zℓ
∼= End(Tℓ(E)).

Recall that the endomorphism ring of any Zℓ-lattice of rank 2 is a maximal order in the local
quaternion algebra M2(Qℓ) and, as such, it is conjugate to M2(Zℓ). In other words, any lattice
Λ ⊆ (Qℓ)

2 of rank 2 admits a basis in which End(Λ) =M2(Zℓ).
In conclusion, by choosing a basis of the Tate module Tℓ(E), we can identify the elliptic

curve E with the vertex 〈(1, 0), (0, 1)〉 in the Bruhat–Tits tree. Moreover, this lattice retains
arithmetic information about E, since End(E) ⊗Z Zℓ

∼= End(Tℓ(E)). We will see in the next
two subsections that any other vertex of the Bruhat–Tits tree built from Tℓ(E) can also be
interpreted as an elliptic curve.

4.2.2 Translating vertices of Bruhat–Tits trees into sublattices of the Tate
module
The Tate module Tℓ(E) is a Zℓ-lattice of rank 2, so its endomorphism ring is a maximal order
in M2(Qℓ), thus is conjugate to M2(Zℓ). In particular, by choosing a basis of Tℓ(E), we can
identify Tℓ(E) with the lattice 〈(1, 0), (0, 1)〉 = Zℓ × Zℓ so that End(Tℓ(E)) = M2(Zℓ). This is
the same as identifying Tℓ(E) with the root vertex of the Bruhat–Tits tree, which is given by
the matrix ( 1 0

0 1 ).
Starting from the root vertex, we can build the rest of the Bruhat–Tits tree by identifying

each vertex at level k with a cyclic sublattice of index `k in Tℓ(E). If {(Pn)
∞
n=1, (Qn)

∞
n=1} is

a given basis of Tℓ(E), we can use the description of vertices of the Bruhat–Tits tree in terms
of matrices (given in Section 2.3) for obtaining explicit bases for the corresponding sublattices.
For instance, given i1 ∈ {0, 1, . . . , `− 1,∞} and ij ∈ {0, 1, . . . , `− 1} for j ≥ 2, we associate to
the matrix α(k)

i1,...,ik
described in (4) the cyclic sublattice L(k)

i1,...,ik
⊆ Tℓ(E) of index `k with basis:
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L
(k)
i1,...,ik

:


{(Pn +

∑k
j=1 ij`

j−1Qn)
∞
n=1, (`

kQn)
∞
n=1}, if i1 6= ∞

{(`kPn)
∞
n=1, (

∑k
j=2 ij`

j−1Pn +Qn)
∞
n=1}, if i1 = ∞.

Remark 4.2 The Bruhat–Tits tree associated to the Tate module Tℓ(E) can be also found, in
a less explicit form, in De Feo’s Habilitation thesis [DeFeo18, Sec I.4].

4.2.3 Translating sublattices of the Tate module into subgroups of elliptic
curves
As the Tate module Tℓ(E) is the inverse limit of the torsion subgroups, there is a canonical map
Tℓ(E) → E[`k] for every k ≥ 1. In particular this map sends a cyclic sublattice of index `k in
Tℓ(E) into a cyclic subgroup of order `k in E[`k]. Hence, the Bruhat–Tits tree coming from the
Tate module can be translated into a tree where at each level k we find all the cyclic subgroups
of order `k of E[`k]. More explicitly, if OE denotes the identity of E and {(Pn)

∞
n=1, (Qn)

∞
n=1} is

a basis of Tℓ(E), it follows that:
• v(0) = 〈OE〉 is the root vertex.
• Each vertex at level k corresponds to a cyclic subgroup of E[`k] of order `k.
• A vertex v(k) = 〈R(k)〉 at level k is connected to a vertex v(k+1) = 〈R(k+1)〉 at level (k+1)

if and only if 〈`R(k+1)〉 = 〈R(k)〉.
• For i1 ∈ {0, 1, . . . , `− 1,∞} and ij ∈ {0, 1, . . . , `− 1} for j ≥ 2, the corresponding vertex

at level k is v(k)i1,...,ik
= 〈R(k)

i1,...,ik
〉, where

R
(k)
i1,...,ik

:=

{
Pk + (

∑k
j=1 ij`

j−1)Qk, if i1 6= ∞,

(
∑k

j=2 ij`
j−1)Pk +Qk, if i1 = ∞.

Example 4.3 The `+1 vertices at level 1, i.e. adjacent to the root v(0), are v(1)0 , . . . , v
(1)
ℓ−1, v

(1)
∞ .

For every i1 ∈ {0, . . . , `− 1,∞}, v(1)i1
= 〈R(1)

i1
〉, where

R
(1)
i1

:=

{
P1 + i1Q1, if i1 6= ∞,
Q1, if i1 = ∞.

Each one of these `+ 1 vertices has ` adjacent vertices at level 2, and so on.

It is easy now to translate our vertices (i.e. subgroups) into elliptic curves. Indeed, for every
(i1, . . . , ik) ∈ {0, . . . , `− 1,∞}× {0, . . . , `− 1}k−1, if G := 〈R(k)

i1...ik
〉, then E/G is isomorphic to

an elliptic curve E′ which isogenous via a cyclic `k-isogeny to E.

4.2.4 Non-backtracking walks in Gℓ as level-increasing paths from the root
of Tℓ

Starting from a supersingular elliptic curve E we can perform a finite or infinite walk in the
supersingular `-isogeny graph Gℓ. If the walk is finite of length k and non-backtracking, the
landing curve E′ is isomorphic to E/G where G is a subgroup of E[`k] of order `k. As seen in
Section 4.2.3, given a basis {Pk, Qk} of E[`k] there exists

(i1, . . . , ik) ∈ {0, . . . , `− 1,∞}× {0, . . . , `− 1}k−1
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such that

G =

〈
Pk +

 k∑
j=1

ij`
j−1

Qk

〉
or G =

〈 k∑
j=2

ij`
j−1

Pk +Qk

〉
;

in the second case i1 = ∞. In this way we can label our walk in Gℓ with the finite sequence
(i1, i2, . . . , ik). Now, from {Pk, Qk} we can build a basis {(Pn)

∞
n=1, (Qn)

∞
n=1} of Tℓ(E) such that

Pj = `k−jPk, Qj = `k−jQk for every j = 1, . . . , k, and we can consider the Bruhat–Tits tree
Tℓ built with respect to this basis. We then interpret the non-backtracking walk (i1, i2, . . . , ik)
in Gℓ as the level-increasing walk from the root of Tℓ which takes the ‘direction’ in+1 at each
level n. Note that this reasoning could be easily extended to infinite non-backtracking walks
and in this case the label would be an infinite sequence (i1, i2, . . .).

In conclusion, this explicit description of the Bruhat–Tits tree offers a way of orienting a
supersingular isogeny graph, by fixing a supersingular curve together with a basis of its Tate
module as the root of the tree.

4.3 Bruhat–Tits tree quotients and supersingular isogeny graphs: Ri-
bet’s correspondence
Fix a prime p and let E(p) = {E1, . . . , Eh} be a system of representatives of isomorphism classes
of supersingular elliptic curves over Fp. For a, b ∈ {1, . . . , h} and n ∈ N, let

Iab(n, p) = {ϕ |ϕ : Ea → Eb is an isogeny with deg(ϕ) = n}.

Recall that End(E1) is isomorphic to a maximal order O1 in Bp,∞, the definite quaternion
algebra over Q of discriminant p. Take a prime ` 6= p and define from the order O1[1/`] the
group Γℓ,+ ⊆ PGL2(Qℓ) as in Section 3.3.

As we have seen, when we quotient the Bruhat–Tits tree Tℓ by this group we obtain a graph
G := Γℓ,+ \ Tℓ which can be interpreted as the graph of the special fibre at ` of the Shimura
curve X(p`) coming from an indefinite quaternion algebra of discriminant p`. Ribet [Rib90]
showed that the graph G is a double covering of the supersingular `-isogeny graph Gℓ. More
precisely, Ribet [Rib90, Prop. 4.4.] proves the following graph relation:

Ver(G) = E(p)
⊔

E(p),

Ed(G) =
⊔

1≤i,j≤h

Iab(`, p)/ ∼,

where an isogeny ϕ ∈ Iab(`, p) is considered as an edge [Ea, Eb] and two edges given by ϕ,ϕ′ ∈
Iab(`, p) are identified, i.e. ϕ ∼ ϕ′, if and only if there is α ∈ Aut(Ea) and β ∈ Aut(Eb) such
that ϕ′ = β ◦ ϕ ◦ α.

Remark 4.4 Note that Ribet’s correspondence is a 2:1 covering from G to the supersingular
`-isogeny graph Gℓ, whereas Deuring’s correspondence is only 2:1 onto the vertices defined over
Fp2 − Fp, and 1:1 onto the vertices defined over Fp. In particular, there cannot be a perfect 1:1
correspondence between the quaternion ideal graph and the Bruhat–Tits quotient G.

Remark 4.5 The correspondence between supersingular isogeny graphs and the Bruhat–Tits
tree is explained in [CGL09b] and [CFLMP18]. By Deuring’s correspondence, isomorphism
classes of supersingular elliptic curves are in bijection with the class set of maximal orders in a
definite quaternion algebra. This class set is in bijection with a double coset of the adelic points
of a quaternion algebra. Section 7 of [CFLMP18] is devoted to explaining strong approximation
for the adelic quotient, which gives a bijection between the vertices of the supersingular isogeny
graph and the double cosets O[`−1]×\GL2(Qℓ)/GL2(Zℓ), where Tℓ = GL2(Qℓ)/GL2(Zℓ) is the
Bruhat–Tits tree.
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Figure 4.1: Comparision of the graph of the special fibre at ` of the Shimura curve X(p · `) (left) and the
supersingular `-isogeny graph (right) for ` = 2 and p = 61. Vertices with the same colour on the left map
under Ribet’s correspondence to the vertex of the same colour on the right. Compare also with the coloring
of the vertices in Figure 3.1.

4.4 The Bruhat–Tits tree and quaternion orders
Following [Mil15, Sec. 2.2.2.4], we outline how to relate the vertices of a Bruhat–Tits tree,
viewed as classes of homothetic Zℓ-lattices in Q2

ℓ , to maximal orders in B := Bp,∞.
Let O be a maximal order of B. For a prime ` 6= p, we consider the localisation Bℓ := B⊗QQℓ,

and write Oℓ for the localization of O. SinceB is split at `, there is an isomorphismBℓ
∼=M2(Qℓ).

Under this isomorphism, the maximal order Oℓ gets mapped to a maximal order in M2(Qℓ).
But in M2(Qℓ), any maximal order is conjugate to the maximal order M2(Zℓ): as described in
Section 3.3, we can choose an embedding

Φℓ : B ↪→M2(Qℓ)

such that Φℓ(O) = M2(Zℓ), and the embedding Φℓ is the composition of the localization map
and a conjugation in M2(Qℓ). Under Φℓ, other maximal orders in B map to maximal orders in
M2(Qℓ), and hence are endomorphism rings of lattices in Q2

ℓ . The embedding Φℓ factors as the
localization map B → Bℓ and an isomorphism Ψℓ : Bℓ → M2(Qℓ). Given a homothety class
{M} of Zℓ-lattices of rank 2, define O{M} := Ψ−1ℓ (End(M)). The order O{M} is maximal in Bℓ

[Vig80, p. II.2.1]. In fact, the set of vertices of the Bruhat–Tits tree Tℓ is in bijection with the
set of maximal orders of Bℓ, and the bijection is given by

{M} ∈ Ver(Tℓ) 7→ O{M} ⊆ Bℓ;

this bijection depends on the isomorphism Ψℓ and the choice of basis for Q2
ℓ [Mil15, Sec. 2.2.2.4].

We emphasize that this construction depends on the choice of the embedding Φℓ. Conversely,
if we take any maximal order O ⊆ Bp,∞, we can choose Φℓ such that Φℓ(O) = M2(Zℓ), which
is the endomorphism ring of the lattice 〈(1, 0), (0, 1)〉, i.e., we can choose O as root of the
Bruhat–Tits tree.

Remark 4.6 The Bruhat–Tits tree Tℓ can also be interpreted in terms of global orders in B.
For a fixed maximal order O ⊆ B, consider the set of maximal orders O′ ⊆ B defined locally by{

O′
ℓ̃
:= Oℓ̃, for ˜̀ 6= `,

O′ℓ := xOℓx
−1, for some x ∈ Bℓ.

This set is in bijection with the set of local maximal orders in Bℓ [Mil15]. Note that we can
choose O to be such that Oℓ = O{M0}, with M0 =M2(Zℓ) = 〈(1, 0), (0, 1)〉.

5 Towards cryptographic applications
In this section we explore the possibility of using Bruhat–Tits trees for cryptanalysis of isogeny-
based protocols that make use of supersingular elliptic curves defined over Fp2 , which includes

20



the CGL hash function [CGL09a] and any SIDH-based protocols (e.g. [SIKE]) but excludes
commutative isogeny-based proposals like CSIDH [CLMPR18].

In Section 5.1 we argue why the Bruhat–Tits tree truncated at a certain level may actually
be more instructive than the supersingular isogeny graph Gℓ for cryptanalysis of, for example,
SIKE. We find this interesting for several reasons:

• Computing paths on the Bruhat–Tits tree Tℓ is much more simple and efficient than
computing paths in isogeny graphs Gℓ or graphs of quaternion orders, since it just involves
linear algebra with M2(Zℓ), see Section 5.3.

• Computing a path from a given vertex on the Bruhat–Tits tree to the root vertex (corre-
sponding by our choices to j = 1728) is trivial.

• Computing the isogeny corresponding to a given path is simple and efficient, see Algo-
rithm 1.

• Information about the quaternion order corresponding to a given vertex, such as its norm
form, can be read off from the label of the vertex. A speculative cryptanalytic application
of this is discussed in Section 5.4.

5.1 A truncated Bruhat–Tits tree from SIKE parameters
In this section, we argue that the truncation of the Bruhat–Tits tree, as defined at the end of
Section 2.3, is a useful tool for the cryptanalysis of SIKE since it gives a convenient ‘approxi-
mation’ of the subgraph of Gℓ relevant for SIKE. The parameter setup in SIKE already specifies
a basis of two torsion groups of the form E[`e] of a given supersingular elliptic curve E, and
the truncated Bruhat–Tits tree can be built from this basis as described in Sections 4.2.1 and
4.2.4; this is not captured by the graph Gℓ because Gℓ only keeps track of which curves are
`-isogenous.

In SIKE, the prime p is chosen such that p = 2eA3eB−1, and the starting elliptic curve E0/Fp2

is chosen such that the trace of the Frobenius endomorphism is −2p, so that #E0(Fp2) = (p+1)2.
Moreover, in the protocol we have as public parameters a basis {PA, QA} of E0[2

eA ] ⊆ E0(Fp2)
and a basis {PB , QB} of E0[3

eB ] ⊆ E0(Fp2). Alice (resp. Bob) takes a pseudorandom walk
in the supersingular isogeny graph G2 (resp. G3) of length eA (resp. eB) from E0. This
pseudorandomness is achieved by choosing an integer 0 ≤ nA < 2eA (resp. 0 ≤ nB < 3eB ) and
by computing the isogeny ϕA : E0 → EA (resp. ϕB : E0 → EB) with kernel GA = 〈PA+nAQA〉
(resp. GB = 〈PB + nBQB〉). Note that the isogeny ϕA (resp. ϕB) can be computed very
efficiently as a sequence of Fp2-rational 2-isogenies (resp. 3-isogenies).

We revisit Alice’s walk step by step. Notice that for every 1 ≤ k ≤ eA, the points
{2eA−kPA, 2

eA−kQA} form a system of compatible bases of E0[2
k], which allows us to con-

sider the Bruhat–Tits tree T2 with root E0 and truncated at level eA. Following the notation
introduced in Section 2.3, we will denote this truncated Bruhat–Tits tree by T

(eA)
2 . Now, the

first step of Alice’s walk in G2 is given by the isogeny E0 → E0/〈2eA−1(PA + nAQA)〉. Since
2eA−1(PA+nAQA) = 2eA−1PA+ i12

eA−1QA where i1 ≡ nA (mod 2), and {2eA−1PA, 2
eA−1QA}

is a basis of E0[2], this step can be identified on T
(eA)
2 with the step from the root in the direction

i1, which is labelled by the matrix (
1 0
i1 2

)
.

More in general, if we represent nA with its 2-adic expansion, i.e.

nA =

eA∑
j=1

ij2
j−1, ij ∈ {0, 1} for all j = 1, . . . , eA,
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then it is easy to see that the kth step of Alice’s walk on G2 corresponds to a level-increasing step
on T

(eA)
2 in the direction ik. Hence, we can label Alice’s walk with the sequence of directions

(i1, i2, . . . , ieA) ∈ {0, 1}eA . In other words we can see all Alice’s non-backtracking walks from
E0 on G2 as level-increasing walks from the root on T

(eA)
2 for which the first step also cannot

be in direction ∞. This restriction on the first step is due to the choice in SIKE to write the
generator of the kernel in the form PA+nQA. As a consequence, we are walking on the subtree
T′2 ⊊ T

(eA)
2 obtained from T

(eA)
2 by ‘trimming’ the direction ∞. To see directly that the leaves

of the subtree T′2 give all the possible public keys EA, note that this subtree has on its kth level
the elliptic curves given by, for 0 ≤ n < 2eA − 1, the quotients

E0/〈2eA−k (PA + nQA)〉.

Mutatis mutandis, Bob’s walk from E0 to EB in G3 can be considered as a level-increasing
walk on the subtree T′3 of the Bruhat–Tits tree T3 truncated at level eB and trimmed of the ∞
direction.

The vertices in T′ℓ for ` ∈ {2, 3} do not necessarily correspond to curves with different j-
invariants. We can map T′ℓ ⊆ Tℓ → Gℓ by identifying vertices corresponding to curves with
the same j-invariant and by identifying equivalent edges. However, in [OAT20], Onuki, Aikawa,
and Takagi compute that the image of T′ℓ in Gℓ is ‘almost a tree’, and in cases of interest, it is
indeed a tree: the image of T′ℓ in Gℓ is a tree for (the parameter sets in) SIKEp434 for ` = 2
and for SIKEp504 for both ` = 2 and ` = 3; for SIKE p434 and ` = 3 the mapping of T′3 into
G3 glues two pairs of vertices together. A similar computation is in principle possible for larger
parameter sets but seems computationally expensive.

Remark 5.1 Recall that if we want a level-increasing walk on the Bruhat–Tits tree, we need
to avoid the ∞ direction in all except for the first step and as explained above, in SIKE, the ∞
direction is avoided also in the first step by the explicit choice of kernel generators PA + nQA.
However, there is another design choice of SIKE for ` = 2 that can be thought of as avoiding
the ∞ direction: For `A = 2, the j-invariant j = 1728 admits a self-loop and two 2-isogenies
to the elliptic curve with j-invariant j = 287496. Therefore, SIKE chooses the starting curve
E6 : y2 = x3 + 6x2 + x and, for the 2-isogeny walks, chooses a basis {PA, QA} ⊆ E6[2

eA ]
such that none of the 2eA-isogenies pass through j = 1728. This is equivalent to ensuring that
[2eA−1]PA 6= (0, 0).

5.2 Isogenies from paths in the Bruhat–Tits tree
The root vertex of the Bruhat–Tits tree corresponds to an elliptic curve E0 of known endo-
morphism ring and a choice of a ‘suitable basis’ {Pk, Qk} ⊆ E0[`

k], defined below. Given a
level-increasing path of length k from the root vertex v(0), we show that it is easy to translate
the path into a sequence of isogenies starting at E0.

Let E be a supersingular elliptic curve over Fp2 . Recall that the Bruhat–Tits tree can be
constructed in two fashions. The first was described in Section 4.2.1: use a basis of the Tate
module Tℓ(E) to map E to the vertex ( 1 0

0 1 ); project the basis of Tℓ(E) to E[`k] to get a basis
{Pk, Qk} of E[`k]. The directions in the Bruhat–Tits tree exactly correspond to the choice of
the kernel generators, as seen in Section 4.2.4. We call the basis {Pk, Qk} of E[`k] a ‘suitable
basis’. Alternatively, under any localization map Φℓ : Bp,∞ → Bp,∞ ⊗Q Qℓ

∼= M2(Qℓ), the
endomorphism ring O maps to a maximal order in M2(Qℓ) and hence is the endomorphism ring
of some lattice in Q2

ℓ . This maps E to some vertex in the Bruhat–Tits tree Tℓ; if desirable we
can place E at the root of the tree by choosing the Φℓ for which Φℓ(End(E)) =M2(Zℓ).

In some cases, having taken the second approach, it is still possible to recover a suitable basis.
Specifically, if we know the endomorphism ring End(E) = O ⊆ Bp,∞, then we can find a suitable
basis: take any basis {Pk, Qk} of E[`k]. Denote by {α1, α2, α3, α4} a basis of O and compute
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the images Φℓ(αi) ∈ M2(Qℓ). We can interpret them as maps in End(Tℓ(E)) and compute the
action of Φℓ(αi) on {Pk, Qk}. Provided that ` is small, it is not difficult to construct a basis
{Pk, Qk} of E[`k] such that the action of αi on E[`k] is given by the matrices Φℓ(αi).

Algorithm 1 Computing the isogeny corresponding to a non-backtracking path in the Bruhat–Tits quotient
Require: 1. A supersingular elliptic curve E/Fp2 with known endomorphism ring End(E) ∼= O.

2. An embedding Φℓ : O ↪→M2(Qℓ) such that Φℓ(O) =M2(Zℓ), and a suitable basis {P,Q} of E[`k].

3. A vertex w in the truncated Bruhat–Tits tree T
(k)
ℓ at distance d ≤ k from the vertex v.

Ensure: Sequence of `-isogenies (ϕ1, . . . , ϕd) such that ϕ = ϕd◦· · ·◦ϕ1 : E → Ed is the isogeny corresponding
to the path from v to w.

1. Compute the shortest path from v to w in the Bruhat–Tits tree, as a sequence of directions (i1, . . . , id)
with i1 ∈ {0, . . . , `− 1,∞} and ij ∈ {0, . . . , `− 1} for j ≥ 2, as defined in Equation (2).

2. (j = 1 case) Set E0 = E.

1. If i1 6= ∞, set S1 = P + [i1]Q and T1 = Q. Otherwise, set S1 = Q and T1 = P .

2. Compute the `-isogeny ϕ1 : E0 → E1 with kernel [`k−1]S1.

3. Replace S1 = ϕ1(S1) and T1 = ϕ1(T1) .

3.
for j = 2, . . . , d do

3a. Set Sj = Sj−1 + [ij · `j−1]Tj−1. (Note that the order of Sj is `k−j+1.)

3b. Compute the `-isogeny ϕj : Ej−1 → Ej with kernel [`k−j ]Sj .

3c. Replace Sj = ϕj(Sj) and Tj = ϕj(Tj).
end for
return (ϕ1, . . . , ϕd) and Ed.

Remark 5.2 In Algorithm 1, we assume that the vertex corresponding to E is at the root v(0)
of the Bruhat–Tits tree. However, it is easy to extend the algorithm to compute paths between
elliptic curves corresponding to any vertices v, w ∈ T

(k)
ℓ .

Since T
(k)
ℓ is a tree, we obtain the shortest path from v to w by walking towards the root

vertex until they reach the same vertex u (and take the minimal choice of u). Then the shortest
path from v to w is the path v → u→ w. The isogeny corresponding to this path can be obtained
by first computing the isogenies corresponding to the paths v(0) → u → v and v(0) → u → w
and then composing the dual of the isogeny corresponding to the path u → v with the isogeny
corresponding to the path u→ w.

Note also that identifying the direction towards the root from the vertex v on level k cor-
responding to a lattice Λ is easy: it is the matrix form Mi of the unique direction i such that
MiΛ = ` ·Λ′ for some lattice Λ′ ⊆ Zℓ×Zℓ. Then Λ′ = 1

ℓ (MiΛ) can be taken as a representative
of the unique class of lattices that gives the unique neighbour of v on level k − 1.

Example 5.3 In this example, we set p = 2128 · 381 − 1 and E0/Fp : y2 = x3 − x to be the
supersingular elliptic curve with j-invariant 1728. We want to compute the first 4 steps in the
Bruhat–Tits T3 tree in direction 2. We choose Fp2 = Fp(α) with α2 + α+ 1 = 0.

We know that End(E0) ∼= O0 = Z⊕ Zi⊕ Z i+j
2 ⊕ Z 1+k

2 . Since we are only interested in the
action of O on E0[3

4], we use the function _local_splitting_map_big with precision = 4 to
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compute the local embedding O ↪→M2(Zℓ) sending

i 7→
(

0 2 + 2 · 3 + 2 · 32 + 2 · 33 +O(34)
1 +O(34) 0

)
, (6)

j 7→
(

1 +O(34) 0
0 2 + 2 · 3 + 2 · 32 + 2 · 33 +O(34)

)
. (7)

We approximate the action of these matrices on E[34] by the matrices

i 7→
(

0 −1
1 0

)
and j 7→

(
1 0
0 −1

)
. (8)

From this we see that we can obtain a suitable basis {P,Q} ⊆ E0[3
4] by choosing any P =

(xP , yP ) ∈ E[34] with coefficients in Fp and then setting Q = i(P ) = (−xP ,
√
−1yP ).

We choose the following:

P = (69090058121126534543553450914202471243149444112687236282196103950536986575674,

148149179690951251741543247140201574693797196524757723926115591348205576560175)
√
−1 = 150890214974780584126857431087264183670758326556949855297519874595445943566335 · α

+150890214974780584126857431087264183670982595900206857014222565567585690058751

Q = i(P ) = (81800156853654049583303980173061712428057421130776622448729152589188449975493,

57842937584409593785324373889306193510590044719301263585722539745470214420327 · α
+104366576279595088956090902488285188590898454981382561158323898142597825485747)

Applying Algorithm 1 for the directions (2, 2, 2, 2) (that is, sidestepping Step 1.) we obtain
the following sequence of isogenies:

E0 → E1 → E2 → E3 → E4

j(E1) = 150890214974780584126857431087234357757534333818741013404936225109756328767167,

j(E2) = 75470002103040437929709447505045839662407841445272772730326492794701048289144,

j(E3) = 98355284167081716305955875905001120164000782500252214878995465883556281372665,

j(E4) = 1388066880339297988118686463466172299814501399414830259912841487232310472184.

5.3 Explicit computations with the Bruhat–Tits tree
To explicitly compute neighbours in the quotient of the Bruhat–Tits tree, we adapt the code
from [FM14], which is also available in Sage [BTQuotient]. The module BTQuotient [FM14code]
allows one to enumerate the entire graph given by the quotient of the Bruhat–Tits tree Tℓ by the
group Γℓ,+, that in turn gives a double covering of the isogeny graph Gℓ (note that while their
definition of Γℓ,+ is slightly different from ours, the groups are the same). The code from [FM14],
also contains functions to compute many other useful things, for example the maximal order
in the quaternion algebra associated to a given vertex in the Bruhat–Tits graph. As written,
the code of [FM14] relies on first enumerating the entire graph before performing any other
computations (as the focus of Franc and Masdeu is computing small explicit examples) but in
fact this is mainly for convenience and it is easy to extend their work to cryptographic sizes.
We adapt their algorithm for computing the norm form of a quaternion order corresponding to
a given vertex in the Bruhat–Tits quotient in Algorithm 2 so that it can be used for examples
of cryptographic size.

For simplicity, we specialize Algorithm 2 as follows: we choose p ≡ 3 mod 4, for the root
vertex of the Bruhat–Tits tree Tℓ we use the supersingular elliptic curve E : y2 = x3 − x, with
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the maximal order Z⊕Zi⊕Z i+j
2 ⊕Z 1+k

2 with i2 = −1 and j2 = −p and which can be identified
with endomorphisms of E as in Example 4.1.

In Section 5.4, we discuss a way of making use of Algorithm 2 for cryptanalysis of super-
singular isogeny graph cryptosystems. For this, we also need to compute the elliptic curve
corresponding to a vertex of the Bruhat–Tits tree, and the `-power-isogeny to it corresponding
to the path in the Bruhat–Tits tree, which we have described in Algorithm 1.

Algorithm 2 Computing norm equations for cryptographic sizes with p ≡ 3 (mod 4)

Require: A vertex v ∈M2(Zℓ) in the Bruhat–Tits tree.
Ensure: The norm form of the maximal order corresponding to v, if the root of the tree corresponds to the

maximal order O0 = Z⊕ Zi⊕ Z i+j
2 ⊕ Z 1+k

2 .

1. Define Φℓ : Bp,∞ →M2(Qℓ) to be an embedding for which Φℓ(O0) =M2(Zℓ), and compute Φℓ(i), Φℓ(j),
and Φℓ(k).

2. Label the initial vertex v(0) = ( 1 0
0 1 ) with the order O0.

3. Apply the basis change v to the basis of v(0) (as elements of M2(Zℓ)). The new basis B is the basis of the
maximal order of v.

4. Row reduce the basis B and deduce the basis B̃ = {β0, β1, β2, β3} in terms of 1, i, j, k (via Φℓ).
5. Compute the reduced norm N of an element aβ0 + bβ1 + cβ2 + dβ3, where a, b, c, d ∈ Z are variables.

return N .

5.4 Computing and exploiting norm equations
In this section, we explore the feasibility of using the Bruhat–Tits description to deterministically
find an elliptic curve whose endomorphism ring satisfies certain desirable properties. This study
is motivated by the recent paper [KMPPS20], in which it is shown that, under certain plausible
heuristics, there exist exponentially many supersingular elliptic curves over Fp2 which, if used
as a starting curve for the SIDH protocol, can give an improvement over the generic meet-in-
the-middle attack by exploiting the public torsion point images. For simplicity, let us consider
an SIDH setup in which p = 2eA3eB − 1, and the starting curve E0/Fp has j-invariant 1728, as
in Section 5.1, and additionally suppose that 2eA ≤ 3eB . In this case, a curve E/Fp2 is defined
to be insecure if there exist θ ∈ End(E), τ ∈ End(E0), n ∈ Z, and ε < 2eA such that

nrd(θ) = 22eA nrd(τ) + n2 = ε32eB .

In particular, insecure curves are characterised by the existence of such an endomorphism θ,
and by the intersection of their endomorphism rings with End(E0). With this in mind, we give
an example in which we can parametrize the norm form of this intersection for a certain path
in the Bruhat–Tits tree, with a view to using this as a tool in future cryptanalysis.
Example 5.4 Let p = 2128381−1, and let On be a maximal order obtained by taking 1 ≤ n ≤ 81
steps on the 3-left-ideal graph in direction 2 from the starting point End(E0) ∼= O0 = Z⊕ Zi⊕
Z i+j

2 ⊕ Z 1+k
2 . Then the norm form of the right-ideal linking O0 and On is

1

4
((3n − 1)2p+ (3n + 1)2)(a2 + b2) +

32n

4
(p+ 1)(c2 + d2) +

3n

2
((3n − 1)p+ 3n + 1)(ac+ bd).

This example was computed using the code available at www.martindale.info/research/BT.
In future work we hope to parameterize all the norm forms of intersections of maximal orders

corresponding to the endpoints of a chain of n isogenies in the `-isogeny graph for SIKE or SIDH5

5Although we will focus at first on the SIKE parameters, it could be that the most interesting case occurs for a
different parameter set within the SIDH family of protocols.
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in this way. The hope is that one can determine the properties needed by an endomorphism ring
for a particular cryptanalytic tool, such as insecure curves in the sense of [KMPPS20]. One can
then look at the parametrization to determine if such a quaternion order appears in the required
neighbourhood of the graph, and if necessary traverse the Bruhat–Tits tree to compute a path
to j = 1728 from the order in question. Traversing the Bruhat–Tits tree is very fast and simple,
involving only multiplication of matrices in M2(Zℓ), and Algorithm 1 then translates this path
to an isogeny.

A final note on the potential to use this in cryptanalysis: [KMPPS20, Proposition 23] shows
that it would be possible to use a path from j = 1728 to an insecure curve to get an attack on
a protocol starting from j = 1728, if there is an insecure curve sufficiently close to j = 1728.
A classification of the kind described above should allow us to say exactly where the closest
insecure curve is to be found on the Bruhat–Tits tree and consequently in the isogeny graph,
giving a result on the (in)security of SIDH.

6 Conclusion
Supersingular isogeny graphs underlying SIDH and SIKE have been successfully studied using
quaternion algebras: Deuring’s correspondence translates questions about supersingular elliptic
curves to questions about maximal orders. We propose that we take this one step further: study
Bruhat–Tits trees.

The main advantage of looking at supersingular isogeny graphs as quotients of Bruhat–Tits
trees is that every vertex and edge can be labelled by a simple two-by-two matrix, which allows
for a simple manipulation, as well as giving directions in the isogeny graph (although these
directions depend on the particular SIDH/SIKE instance).

Moreover, we defined the truncated Bruhat–Tits tree and argued how these trees give an
approximation to the subgraph of Gℓ relevant for SIKE. The truncated Bruhat–Tits tree also
captures the choice of torsion basis, which is a part of the protocol set up.

We believe that the directions of a path in the Bruhat–Tits tree can give insight into the
arithmetic of the endomorphism rings of the elliptic curves along that path.
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